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Individual	Progress	
Overview	
Since	I	have	complete	color	checker	detection	and	segmentation	last	week,	I	move	on	
to	searching	for	the	color	mapping	function.	
Color	Calibration	
Color	 calibration	 is	 to	measure	and	adjust	 the	 color	 response	of	a	device	 (input	or	
output)	to	a	known	state.	We	use	an	X-Rite	ColorChecker	Classic	Card	as	our	ground	
truth	(The	manufacture	gives	us	the	true	color	values)	and	aim	at	mapping	the	colors	
recorded	by	the	cameras	these	ground	truths.	

	
	
	
Figure	 1.	 Mapping	 function	 (unreal):	
This	 graph	 is	 only	 for	 illustrating	 the	
concepts	
	
	
	

	
CCFind	
After	Macduff	algorithm	failed	 in	robust	tests,	 I	studied	all	 the	algorithms	trying	to	
build	my	own	colorchecker	detector.	When	I	once	again	traced	CCFind’s	code.	I	found	
that	it	did	several	downsampling	in	the	code	itself,	which	made	me	guess	the	reason	
it	failed	before	is	because	of	the	image	size.	Therefore,	I	downsample	my	images	first	
before	applying	CCFind	on	them.	The	results	are	good.	Furthermore,	since	CCFind	only	
use	 the	 contour	 information	 of	 the	 colorchecker,	 it	would	 not	 be	 affected	 by	 bad	
lighting	conditions.	
Therefore,	CCFind	is	the	current	algorithm	used	in	my	color	calibration	system.	
	
	
	
Mapping	function	
First,	I	used	different	linear	models	to	fit	the	data	and	calibrated	the	image	with	the	
mapping	function	model.	However,	I	found	that	the	linear	model	does	not	calibrate	
the	image	successfully.	The	result	white	color	patch	is	the	most	apparent	one.	We	can	
see	that	the	white	color	patches	in	linear	model	results	are	not	real	white.	



ColorChecker	Information	

	
Figure	2.	The	1-24	in	this	image	correspond	to	the	1-24	in	the	x-axis	below	

	

Figure	3.	Color	ground	truth	
	
	



Experiments	

Figure	4.	Input	Image	
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Linear	Model	2	
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Linear	Model	3	
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Polynomial	1	
𝐶𝑎𝑙𝑖𝑏𝑟𝑎𝑡𝑒𝑑𝑅 = 𝛼7 + 𝛼"𝑅 + 𝛼#𝐺 + 𝛼$𝐵 + 𝛼8𝑅# + 𝛼9𝐺# + 𝛼:𝐵# 
𝐶𝑎𝑙𝑖𝑏𝑟𝑎𝑡𝑒𝑑𝐺 = 𝛽7 + 𝛽"𝑅 + 𝛽#𝐺 + 𝛽$𝐵 + 𝛽8𝑅# + 𝛽9𝐺# + 𝛽:𝐵# 
𝐶𝑎𝑙𝑖𝑏𝑟𝑎𝑡𝑒𝑑𝐵 = 𝛾7 + 𝛾"𝑅 + 𝛾#𝐺 + 𝛾$𝐵 + 𝛾8𝑅# + 𝛾9𝐺# + 𝛾:𝐵# 

	
	
	
	



Calibrated	results	
Polynomial	Model1	 Linear	Model1	

	 	
Linear	Model2	 Linear	Model3	

	 	
Figure	5.	Calibrated	Images	
	
	



We	can	see	that	polynomial	model	has	less	errors	and	the	white	color	is	closer	to	the	
ground	truth.	
Polynomial	Model	1	 Linear	Model	1	

	 	
Linear	Model	2	 Linear	Model3	

	
	

Figure	6.	Distances	between	calibrated	images	and	X-rite	ground	truth	
	
Challenge	

1. PR08	goal:	A	mapping	model	is	not	easy	to	find.	I	might	need	to	do	some	
researches	in	previous	similar	studies.	However,	it	is	not	clear	that	if	mapping	
models	differ	from	camera	to	camera→	 Finished	

2. It	can	be	seen	that	the	error	in	polynomial	model	is	not	really	small.	I	might	
need	to	try	using	the	Lab	color	space	instead	of	RGB.	

3. The	color	detection	and	segmentation	algorithm	robustness	should	be	
improved.	

Teamwork	
Yiqing	Cai	 	 Generate	one	of	the	best	path	for	

robot	arm	(go	through	as	least	



positions	as	possible	to	cover	FOVs	of	
all	cameras)	

Huan-Yang	Chang	 Simulation	system	setup,	Robot	arm	
manipulation	

Siddharth	Raina	 Sensor	noise	calibration	plan	
development	

Sambuddha	Sarkar	 Works	on	Blender.	Generate	virtual	
calibration	target	and	render	the	
virtual	images	of	the	target.	
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