
Individual Lab Report - 3
Autonomous Reaming for Total Hip Replacement

Gunjan Sethi
Team C:

Kaushik Balasundar | Parker Hill | Anthony Kyu
Sundaram Seivur | Gunjan Sethi

March 3 2022



Contents

1 Individual Progress 1
1.1 Marker Re-calibration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Marker Pose Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2.1 Detecting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2.2 Publishing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2.3 Visualizing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2.4 Test . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

2 Challenges 4
2.1 Deprecated APIs and Missing Dependencies . . . . . . . . . . . . . . . . . . . . . 4
2.2 Incorrect Units in Visualization . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

3 Team Work 4

4 Plans 5
4.1 Setup MRSD Lab Desktop . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
4.2 Record Landmark PointCloud . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5



Individual Lab Report

1 Individual Progress

1.1 Marker Re-calibration

In the previous sprint, the camera node faced several reliability issues. After debugging the
node and performing various tests with the help of the Atracsys SDK GUI, it was determined that
the marker geometry file being used was inaccurate. Hence, a marker re-calibration was required
in order to generate an updated version of the geometry file.
The re-calibration of the marker geometry was performed using the GUI. Once the new geomerty
ini file was generated, it was loaded onto the GUI to test the marker detection robustness. The
results were as expected within the error tolerance values. A video of the result was recorded that
shows Anthony holding a registration probe. The geometry file loaded contains three fiducials.
To test for robustness, a fourth fiducial is present on the probe. Despite adding the additional
fiducial and various translation/rotational movements of the probe, the marker geometry is robustly
detected. The video can be viewed here. The next task was to obtain marker poses via a ROS node.

1.2 Marker Pose Detection

As a continuation of the marker pose detection- preliminary tasks from the last report, this
week’s focus was on obtaining marker poses via ROS and publishing them onto a topic. The
overall flow of tasks that the camera node performs are shown in the Figure 1. The first two were
part of the preliminary tasks performed last sprint.

Figure 1: Flowchart of Events in the camera node

For this sprint, two major features, as explained below, were added to the camera node.

1.2.1 Detecting

The objective of this task was to enable the camera node to detect and print the number of
fiducial points. Further, the node should identify the geometry of the fiducial points as a marker,
based on the loaded geometry file. Finally it must print the 6DOF pose of the marker. The functions
from the linked Atracsys SDK were used to initialize an ftkFrameQuery and detect the markers.
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1.2.2 Publishing

Publishing the marker poses was challenging. In collaboration with Kaushik, the publishing
functionality was developed and tested. For this, the marker poses were acquired. These marker
poses are 6DoF with translation and a 3x3 rotation matrix. ROS messages use the quaternion repre-
sentation. So, a conversion from rotation matrix to quaternion representation was performed using
the Eigen library. Finally a header with timestamp was created for the pose and broadcasted. The
publisher successfully was able to maintain the same FPS as the camera. Below is the screenshot
of the published poses (Figure 2) and FPS measurements (Figure 3).

Figure 2: Published Marker Poses

1.2.3 Visualizing

RViz was used are the visualizer. Once the marker frame was typecasted and broadcasted, it
was visible in RViz with respect to the camera frame. Figure 4 shows the visualization. Watch the
visualization video complete video here.

1.2.4 Test

For the final testing, the robot arm was setup to grip onto the registration probe. The arm was
controlled via the XBox and the robustness of the marker detection was validated. The test setup
in Figure 5.
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Figure 3: FPS measurements

Figure 4: RViz Visualization
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Figure 5: Test Setup

2 Challenges

2.1 Deprecated APIs and Missing Dependencies

While trying to import the tf library for transformations and broadcasting, various missing
dependancies were found in the ROS installation. Reading carefully into the error messages and
reading up on the ROS forum helped install the missing libraries.

2.2 Incorrect Units in Visualization

While visualizing the marker on RViz, the marker frame was not visible as it was too far from
the camera frame. This is because the units were in meters (m) and needed to be converted to
millimeters (mm).

3 Team Work

Following are the tasks accomplished by the team members since the previous ILR.

• Kaushik Balasundar worked on implementing the iterative closest point registration algo-
rithm and validating its efficacy in registering the points from the surface of the simulated
acetabulum with the 3D scanned model of the pelvis. He and Sundaram 3D scanned the
pelvis model using laser scanning equipment from Prof. Shimada’s lab. Once the arm was
finalized by our sponsors, he set up the simulation environment with the Kinova Gen-3 arm.
He worked alongside Gunjan in publishing the marker poses to ROS and broadcasting the
pose as a TF transform to visualize on RViz. Finally, he was our team’s presenter for the
second progress review.

• Parker Hill helped to set up the physical set-up for the Kinova Gen-3 arm which involved
assembling a Vention table, picking up the arm from the sponsors, and setting up the arm
on the table. He designed and 3D printed prototypes for attaching the reamer handle to the
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end-effector. Further, he worked on the Power Distribution Board assignment, creating the
conceptual design as well as the schematic of our motor control board.

• Anthony Kyu worked on formulating the optimal control problem for the Model-Predictive
Controller, creating several iterations of the optimal control problem and getting regular
feedback from Professor Manchester. He also explored a variety of libraries to use for the
MPC controller and for interfacing the controller (in Julia) with ROS. After that, he started
implementing the MPC controller, coding the dynamics function, the constraints and the
objective function. He also collaborated with Parker on the Power Distribution Design PCB,
discussing requirements and ideas for the board, as well as researching some components
for the board.

• Sundaram Seivur worked on formulating the optimal controls problem and collaborated
with Anthony in getting feedback from professors. He studied the functions used to interface
the output of the controls loop with ROS. He also worked on setting up the hardware which
included getting the arm from our sponsors, assembling the Vention table and mounting the
Gen3 arm. Finally, he worked with Kaushik to get a 3D model of the bone.

• Gunjan Sethi re-calibrated the markers to improve the robustness of the ROS camera node.
Further, she added the marker pose detection and visualization features to the node and
performed various reliability tests to ensure smooth functioning during the progress review.

4 Plans

For future work, the following (individual) tasks have been planned for the MRSD project.

4.1 Setup MRSD Lab Desktop

All the development so far has been done locally on personal computers. For the upcoming
Progress Reviews and demonstrations, the allocated MRSD Desktop will be utilized. This will
require setting up the development environment with Ubuntu 20.04 and ROS Noetic with all other
dependencies and testing if existing code runs smoothly on it.

4.2 Record Landmark PointCloud

• Generate Updated Geometry File The ROS node can now detect markers. However, to
record landmark points on the pelvis, it is required to draw a geometrical relationship be-
tween the end of the registration probe and the fiducial markers. This might require caliber-
ating a new marker geometry.

• Develop Function to Record Landmark Points Once a marker geometry has been calibrated,
the next step would be to add a function into the camera node to record and capture the
landmark points.

• Publish and Visualize Landmark PointCloud Finally, the recorded points will be broad-
casted and visualized on RViz. This would have its own complexities since the frame types
from the camera would need to be typecasted into the PointCloud2 datatype from ROS.
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