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1 Introduction
This document details the tests that team Auxilio Robotics will perform during the Spring

Semester of 2023. For each test, the objective, associated requirements, equipment required,
elements involved, personnel in charge, test location, and verification criteria have been listed.
The purpose of these tests is to verify that our system meets the performance requirements
listed in Appendix A. This document also contains a schedule that highlights what milestones
we plan to achieve by a set PR date, the tests it’ll involve, and the requirements that will
be covered.

2 Logistics
All tests will be performed in our development and testing space - AI Makerspace, Tepper

School of Business. A single team member will be the primary person in charge of the tests.
However, an assistant will help the lead tester with required tasks, such as keeping an eye
on the robot in case of unpredictable behavior.
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3 Schedule
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4 Tests

4.1 Test 1: Speech Recognition Test
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4.2 Test 2: Object Detection Preliminary Test
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4.3 Test 3: Localization Test
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4.4 Test 4: Path Planning Speed Test
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4.5 Test 5: Manipulation Speed Test
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4.6 Test 6: Obstacle Avoidance Test
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4.7 Test 7: Teleoperation Command Latency Test
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4.8 Test 8: Teleoperation Robot Feedback for Mobile Application
Test
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4.9 Test 9: HRI Task Interpretation Accuracy Test
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4.10 Test 10: Manipulation Pick-and-Place Success Rate Test
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4.11 Test 11: Spring Validation Demo (Experiment)
• Associated Requirements: As listed on table 1

• Equipment: Stretch RE1, Objects for Manipulation

• Elements: Manipulation, Navigation, Human-Robot Interaction

• Personnel: Abhinav, Atharva, Praveen, Shaolin, Shivam

• Location: AI Makerspace (Tepper School of Business)

• Environment setup: We set up the environment in the following way:

1. Three different objects are placed on a table that is placed in a location that is
not near the start location of the robot.

2. Place obstacles in the path between the object and the user’s location.

Table 1: Spring Demo Procedure

Steps Procedure Success Criteria Requirements
1 Pam (senior citizen) asks Alfred

to set up a video call with his/her
family

Successful command interpreta-
tion and video calling

- M.P.1 (partial)
- M.N.3

2 User (Pam’s family members)
teleoperates the robot using the
app in handheld device to pick
up an object for Pam.

Communication Latency <5s
(visual verification)

M.P.8

3 Robot prevents obstacles while
moving in teleoperation and per-
forms manipulation.

Avoids 100% of obstacles M.P.5

4 Pam gives speech commands to
Alfred to pick up an object.

Correctly interprets speech with
communication latency <5s (vi-
sual verification)

M.P.1 (partial)

5 Robot localizes itself in the pre-
mapped environment

Localization with error thresh-
old<25 cms

M.P.3

6 Robot interprets the command
and plans a global path using
predefined heuristics

- Correct interpretation of the
task
- Plans global path within 2 min-
utes

M.P.1.1, M.P.4.1

7 Robot navigates and reaches
the goal location while avoiding
static and dynamic obstacles.

- Avoids 100% of obstacles
- Navigates at an average speed
of 0.4 m/s

M.P.5, M.P.4.2
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8 Robot detects the object and es-
timates the grasping location

Successful object detection for
chosen object category.

M.P.6 (partial)

9 The robot picks up the object. - Successfully picks up the object
within 3 tries.
- Time to completion <=8min

M.P.7.1, M.P.7.2

10 Robot navigates back to starting
location and places the object on
the user’s table.

- Avoids 100% of obstacles
- Navigates at an average speed
of 0.4 m/s
- Greater than 70% successful
placements

M.P.5, M.P.4.2

11 Robot metrics and video feed of
the robot are displayed on device
of the user throughout the mis-
sion

Communication Latency <5s
(visual verification)

M.P.9
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A Appendix

Table 2: Mandatory Functional and Performance Requirements

Functional Performance Description
M.F.1 Receive commands from
the user: preset speech primi-
tives/handheld interface

M.P.1.1 Interpret 10 speech
templates as tasks.
M.P.1.2 Latency for control
commands <5s

The robot will primarily operate
using speech inputs. This should
be seamless for the user.

M.F.2 Perform basic (pre-
defined) social engagement with
user

M.P.2 Fallback rate: <20% Robot provides feedback upon
receiving commands, and should
be able to automatically execute
pre-defined tasks.

M.F.3 Localize itself in the en-
vironment

M.P.3 Average error <25 cms

M.F.4 Plan and navigate
through the pre-mapped envi-
ronment

M.P.4.1 Plan global path to de-
sired location within 2 minutes.
M.P.4.2 Navigate at a speed of
0.4 m/s 

M.F.5 Autonomously avoid ob-
stacles in the environment

M.P.5 Avoid 100% of static ob-
stacles in range

The robot should not collide with
any object as it may render the
environment unsafe for users.

M.F.6 Detect objects for grasp-
ing

M.P.6 mAP >= 80% for 10 ob-
ject categories (e.g bottle, re-
mote, medicines etc) under the
following conditions: 1) Object is
within 1m of body camera 2) Not
kept on a white/transparent sur-
face 3) Adequate Indoor lighting
conditions

The conditions have been pre-
specified keeping in mind that a
robust system in a structured en-
vironment is more preferred than
an unreliable system in a general
environment

M.F.7 Manipulate predefined
objects to/from planar surfaces
at known locations in the envi-
ronment

M.P.7.1 Greater than 70%
successful picks and places
M.P.7.2 Manipulation tasks
should be completed within 8
min.

The objects will be picked up
and placed on flat planar surfaces
such as tables only. i.e, allowing
”the user to grasp and remove
the object from the end-effector”
is out of scope.

M.F.8 Allow approved opera-
tors to teleoperate the robot

M.P.8 Communication latency
<5s

M.F.9 Provide user with robot
metrics and video feed of the
robot on a handheld interface

M.P.9 Communication latency:
<2s
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Table 3: Mandatory Non Functional Requirements

Requirements
M.N.1 Appear non-threatening to the user

M.N.2 Be physically compliant to human interaction/contact

M.N.3 Have a simple UI/UX for the handheld interface
M.N.4 Have a modular software architecture for further development

M.N.5 Allow users to pre-schedule tasks/assistance

Table 4: Desirable Functional Requirements

Functional Performance
D.F.1 Perform all required computation locally –

D.F.2 Understand and interpret non-template nat-
ural language commands

D.P.2 Fallback rate < 20%

D.F.3 Detect and alert caregivers if the primary user
suffers a fall.

D.P.3 <1 in 100 false positives

Table 5: Desirable Non Functional Requirements

Requirements
D.N.1 Appear aesthetic to the user
D.N.2 Reasonable cost for the user
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